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ABSTRACT: Kempe et al. and Milstein et al. have recently
advanced the dehydrogenative coupling methodology to synthesize
pyrroles from secondary alcohols (e.g., 3) and β-amino alcohols
(e.g., 4), using PNP-Ir (1) and PNN-Ru (2) pincer complexes,
respectively. We herein present a DFT study to characterize the
catalytic mechanism of these reactions. After precatalyst activation
to give active 1A/2A, the transformation proceeds via four stages:
1A/2A-catalyzed alcohol (3) dehydrogenation to give ketone (11),
base-facilitated C−N coupling of 11 and 4 to form an imine-alcohol
intermediate (18), base-promoted cyclization of 18, and catalyst
regeneration via H2 release from 1R/2R. For alcohol dehydrogen-
ations, the bifunctional double hydrogen-transfer pathway is more
favorable than that via β-hydride elimination. Generally, proton-transfer (H-transfer) shuttles facilitate various H-transfer
processes in both systems. Notwithstanding, H-transfer shuttles play a much more crucial role in the PNP-Ir system than in the
PNN-Ru system. Without H-transfer shuttles, the key barriers up to 45.9 kcal/mol in PNP-Ir system are too high to be accessible,
while the corresponding barriers (<32.0 kcal/mol) in PNN-Ru system are not unreachable. Another significant difference
between the two systems is that the addition of alcohol to 1A giving an alkoxo complex is endergonic by 8.1 kcal/mol, whereas
the addition to 2A is exergonic by 8.9 kcal/mol. The thermodynamic difference could be the main reason for PNP-Ir system
requiring lower catalyst loading than the PNN-Ru system. We discuss how the differences are resulted in terms of electronic and
geometric structures of the catalysts and how to use the features in catalyst development.

1. INTRODUCTION

Coupling via acceptorless dehydrogenation (AD), known as
dehydrogenative coupling, is emerging as a powerful, atom-
economic, and environmentally benign synthetic methodology
for organic synthesis via C−C, C−N, and C−O couplings.1−4

The essence of dehydrogenative coupling lies in that the
employed catalyst is able to activate a substrate such as alcohol
to a more reactive intermediate (i.e., ketone or aldehyde) via
dehydrogenation without using additional sacrificial organic
hydrogen acceptor or inorganic oxidant, then the reactive
intermediate couples with its partners to finally form more
stable products. Dehydrogenative coupling has been utilized to
synthesize various important chemicals such as amides,2

imines,3a and esters.4 Continuing these successes, dehydrogen-
ative coupling has recently found application in pyrrole
synthesis.5−9 Pyrroles are key building units in many drugs10

and biologically active molecules11 and also have applications in

conducting polymers12 and molecular devices of optics13 and
electronics.14 Routes such as Hantzsch,15 Knorr,16 and Paal−
Knorr17 reactions have been developed to synthesize pyrroles,
but the drawbacks of these methods (e.g., availability of
substrates, multisteps synthetic operations, functional group
compatibility, regioselectivity, and harsh conditions) have
encouraged chemists to discover more efficient and greener
routes to synthesize pyrroles.18,19 On the basis of the
dehydrogenative coupling methodology, Crabtree et al. coupled
1,4-diols and amines to produce pyrroles using ruthenium
diphosphine diamine complexes as catalyst.5 Recently, Beller et
al. synthesized aryl-substituted pyrroles from aryl ketones, 1,2-
diols, and amines by using [Ru3(CO)12]

6 or [Ru(p-cymene)-
Cl2]2

7 as catalyst precursors. More recently, as exemplified by
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eq 1, Kempe et al. synthesized pyrroles by coupling secondary
alcohols with β-amino alcohols, using the PNP-Ir pincer

complex 1 as mediator.8 Soon after, Milstein et al. found that
their PNN-Ru pincer complex 2 could also efficiently catalyze
pyrrole synthesis from the same/or similar substrates (see eq
1).9

The novelty of AD reactions and AD-based couplings has
invited computational studies to understand their mechanisms
in detail.20,21 Previously, our group has investigated the
mechanisms of AD reactions of secondary alcohol21a and
reversible hydrogenation/dehydrogenation of nitrogen hetero-
cycles catalyzed by other iridium complexes (6 and 722 in
Scheme 1),21b hydrogenation of carbonate giving methanol,21c

and amide21d or imine21e synthesis from alcohols and amines,
catalyzed by PNN-Ru (8)2a,d or PNP-Ru (9)3 pincer
complexes. Furthermore, by mimicking the mechanism of H2
activation by 8 and 9, we computationally designed their metal-
free counterparts (e.g., 10).23 The energetic results indicated
these in silico molecules could activate H2

23b and NH3
23c nearly

reversibly. In this context, we were intrigued by the catalytic
pyrrole synthesis via dehydrogenative coupling.8,9 Different
from amide and imine productions that only involve C−N
bond formation, pyrrole synthesis via eq 1 involves selective
C−N and C−C coupling events. For the alcohol AD step
involved in the amide or imine synthesis from alcohols and
amines, catalyzed by 8 and 9, we have computationally shown
that the bifunctional double hydrogen transfer (BDHT)
dehydrogenation pathway via metal−ligand cooperation could
be more favorable than the previously proposed β-H
elimination pathway.21d,e Our computational results have
recently been supported by another computational study
reported by Lee and co-workers.20v Experimentally, Milstein
and co-workers also concluded that β-H elimination pathway
catalyzed by 9 is unlikely.24 It is unclear whether this is the case

for the alcohol dehydrogenation catalyzed by the activated
PNP-Ir complex (i.e., 1A in Scheme 2). Both 1 and 2 could
promote the reaction, but their activated species have different
active sites (N···Ir in 1A vs CH···Ru in 2A, see Scheme 2
below). It is intriguing to know how they act similarly or
differently. Regarding to the BDHT mechanism, it is note-
worthy that in the reduction of CO2 with H2 mediated by the
analogs of 1R/2R in Scheme 2,25−28 the reaction step of CO2
with these hydride analogs does not take place to produce
formic acid via a BDHT hydrogenation process, instead CO2
inserts into metal-H bond.27,29 In addition, the amide2a,21d or
imine3,21e synthesis from alcohols and amines, catalyzed by
PNN-Ru (8) or PNP-Ru (9), respectively, needed no base, but
base was indispensable for the pyrrole synthesis (see eq 1). It is
interesting to understand the role of the base. Herein we
present a computational study on the catalytic mechanism of
the pyrrole synthesis described by eq 1 and compare the
behaviors of the two catalysts. An in-depth mechanistic
understanding in terms of energetics and structures could
help improve the current catalytic systems or developing new
catalysts.

2. COMPUTATIONAL DETAILS
For a catalytic system, both geometric and electronic structures of
catalyst and substrates have profound influences on both catalytic
mechanism and efficiency, thus we used actual compounds rather than
simplified models in this study. All structures were optimized in the
gas phase at M0630/BSI level, where BSI represents a basis set with 6-
31G(d,p)31 for nonmetal atoms and SDD32 for Ru and Ir. Harmonic
frequency analysis calculations were subsequently performed to verify
the optimized geometries to be minima (no imaginary frequency) or
transition states (TSs, having unique one imaginary frequency). The
energies were then improved by M06/BSII//M06/BSI single-point
calculations with solvent effects accounted by the SMD33 solvent
model, using the experimental solvent (THF). BSII denotes a basis set
with 6-311++G(d,p)34 for nonmetal atoms and SDD for Ru and Ir.
The refined energies were then corrected to enthalpies and free
energies at 298.15 K and 1 atm, using the gas-phase M06/BSI
harmonic frequencies. It should be emphasized that such thermal
corrections based on the ideal gas phase model inevitably overestimate
entropy contributions to free energies for reactions in solvent, in
particular for reactions involving multicomponent change, because of
ignoring the suppressing effect of solvent on the rotational and
transitional freedoms of substrates. Since no standard quantum
mechanics-based approach is available to accurately calculate entropy
in solution, we adopted the approximate approach proposed by Martin
et al.35 According to their approach, a correction of 4.3 kcal/mol
applies to per component change for a reaction at 298.15 K and 1 atm
(i.e., a reaction from m- to n-components has an additional correction
of (n − m) × 4.3 kcal/mol). In agreement with this approach, Holm
and Rybak-Akimova found a 4−5 kcal/mol overestimation of entropic
contribution by comparing the experimental and computed values.36

Yu and co-workers showed that the ideal gas-phase based corrections
could overestimate the entropy contributions by 50−60% in their 2-to-
1 reactions.37 As shown by eq 1, the present transformation involves
multicomponent change; the overall transformation is from two
components (3 + 4) to five components (5 + 2H2O + 2H2), thus the
entropy overestimations must be taken into account. Previously, we
applied the correction protocol for mechanistic studies of various
catalytic reactions and found such corrected free energies were more
reasonable than enthalpies and uncorrected free energies.21b,c,38 In the
following, we discuss the mechanism in terms of the corrected free
energies and give the enthalpies for references in the brackets in the
relevant figures. All calculations were carried out using Gaussian 09
program.39 Total energies and Cartesian coordinates of all optimized
structures are given in Supporting Information.

Scheme 1. Active Transition-Metal Catalysts Involved in the
AD Reactions (6 and 7) and Dehydrogenative Couplings for
Amide (8) and Imine Synthesis (9) and an in Silico Example
(10) of Metal-Free Counterparts of 8 and 9
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3. RESULTS AND DISCUSSIONS

The transition-metal complexes PNP-Ir (1) and PNN-Ru (2)
were applied to synthesize various pyrroles catalytically. We
chose eq 1 reaction for our mechanistic investigation. Both 1
and 2 could mediate the same transformation, but they are
catalyst precursors rather than actual catalysts. Experimentally,
Kempe et al. identified a PNP-Ir(III) trihydride (1R in Scheme
2) to be the resting state and obtained its crystal structure
under catalytic conditions. Because in 1R the −NH−PiPr2 arm
is saturated and the Ir(III) center is saturated both
coordinatively and electronically (i.e., an 18e Ir(III) complex),
1R needs to be activated by releasing H2. As will be discussed,
there are two possible H2-elimination pathways leading 1R to
the active catalyst 1A (a PNP-Ir(III) dihydride). The PNN-Ru
complex 2 can be activated by a base40 to the active species 2A
(a PNN-Ru(II) monohydride) which was also examined to be
able to carry out the reaction alone. On the basis of

experimental results, reaction sequence proposed by Kempe
et al. and Milstein et al., and our computational results, Scheme
2 sketches the whole catalytic cycle for the transformation.
After precatalyst activation giving 1A/2A, the catalytic
formation of pyrrole proceeds via four stages, namely, stage I:
1A/2A-catalyzed alcohol dehydrogenation which activates 3 (1-
phenol ethanol) to more reactive ketone (11); stage II: base-
aided C−N bond formation by coupling 11 with β-amino
alcohol 4 (2-amino-1-butanol) to form an imine-alcohol
intermediate (18) via dehydration; stage III: intramolecular
cyclization of 18 via three substeps including 1A/2A-catalyzed
dehydrogenation of the alcohol part of 18, giving the imine-
aldehyde intermediate 24, base-promoted C−C coupling via
dehydration to give the cyclic 30, and 1,2-H transfer to finally
deliver pyrrole (5); and stage IV, catalyst recovery by releasing
H2 gas from the resting state (1R/2R) to regenerate the active
species (1A/2A). In the following, we discuss our computa-
tional results in terms of the four stages, using 1A-catalyzed

Scheme 2. Schematic Illustration of the Whole Catalytic Cycle for the Production of 5 from 1-Phenol Ethanol (3) and 2-Amino-
1-butanol (4), Catalyzed by 1A or 2A

Figure 1. BDHT pathway for 1A-catalyzed dehydrogenation of 3, along with the relative free energies and enthalpies (in brackets).
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transformation as a representative in Section 3.1 and then
compare the similarities and differences between the two
systems in Section 3.2.
3.1. Catalytic mechanism of 1A-system. 3.1.1. Alcohol

Dehydrogenation (Stage I). AD is a crucial step to initiate
dehydrogenative coupling reactions, transforming alcohol to
more reactive intermediate (ketone or aldehyde). Among the
two available alcohols (3 and 4), 3 should undergo
dehydrogenation preferentially, because 3 is a secondary
alcohol while 4 is primary, which was also confirmed by
computations (vide inf ra).
The dehydrogenation of alcohol 3 can follow two possible

mechanisms, including β-H elimination (inner sphere) and
BDHT (outer sphere) mechanisms. In the previous mecha-
nistic studies20v,21d of amide formation from alcohol and amine,
catalyzed by 8, the energetic results showed that the BDHT
mechanism is more favorable than the β-H elimination one. To
examine whether this holds true for the 1A-catalyzed alcohol
dehydrogenation, both BDHT and β-H elimination pathways
were considered below.
Figure 1 shows the energy profile for following the BDHT

mechanism, and Figure 2 displays the optimized structures of
key stationary points labeled in Figure 1. TS1 illustrates the
BDHT mechanism to concertedly transfer the two hydrogen
atoms (H1 and H2) of 3 to the metal−ligand bifunctional active
site composed of the Lewis acidic Ir(III) center and the Lewis
basic sp2 N center of the N−PiPr2 arm (hereafter, we
symbolize the bifunctional active site as N···Ir). As the
dehydrogenation proceeds to give ketone 11, the s-triazine-
based ligand ring becomes aromatic s-triazine in 1R, which
provides an aromatization driving force for the dehydrogen-
ation. Note that the aromatization driving force also acts in the
alcohol dehydrogenation catalyzed by 6.21b In contrast to the
concerted pathway, previous studies showed that the alcohol
dehydrogenations mediated by 8 and 9 undergo stepwise
pathways.21d,e We attempted to locate a similar pathway, but
geometric optimizations to locate relevant TSs repeatedly
converged to TS1. This is reasonable; because the previously
computed stepwise pathways have very low barriers (1.8 and

0.2 kcal/mol, respectively) for the second hydrogen transfer,
those stepwise pathways can approximately be considered as
concerted. On the other hand, the different DFT functionals,
active sites, and substrates could be other factors for the
difference. Relative to 3 + 1A, the dehydrogenation barrier
(TS1) is 32.5 kcal/mol. The high barrier is manifested by the
overstretched breaking O1−H1 bond (1.835 Å) in its structure
(Figure 2). A barrier of 32.5 kcal/mol could be high for the
dehydrogenation, thus we envisioned a proton/hydrogen-
transfer (H-transfer) shuttle might be involved. Previous
studies have shown that H-transfer shuttles could facilitate H-
transfer process greatly.20l,21c,41 Most recently, in the study of
CO2 reduction mediated by pyridine (Py) in the electrocatalytic
Py/p-GaP system in aqueous, Musgrave et al.42 showed that,
for the proton transfer step from PyH0 + CO2 to PyCOOH0,
the computed barrier (45.7 kcal/mol at MP2 level) via direct
transfer is much higher than the experimental value (∼16.5
kcal/mol), but after using H-transfer shuttles composed of up
to three water molecules, the computed values (13.6−16.5
kcal/mol) are in good agreement with the experimental value.
In the present system, either alcohol (one of the substrates) or
water (one of the side products) can serve as H-transfer
shuttles. When a water molecule is used as the shuttle (see
TS1_W), the barrier is reduced significantly by 7.9 kcal/mol
(to 24.6 kcal/mol). In agreement with our previous finding41a

that alcohol is more effective than water in mediating H-
transfer, when using alcohol 3 as the shuttle, the barrier
(TS1_OL) is further dropped to 21.9 kcal/mol. The use of 3
rather than 4 to construct H-transfer is due to that the
secondary alcohol 3 is more effective than the primary alcohol 4
(see Figure S11). Comparing TS1_W and TS1_OL with TS1
(Figure 2), it can be observed that, as reflected by the larger
∠IrN1H3 angles (134.9° in TS1_W and 134.1° in TS1_OL)
than the corresponding ∠IrN1H1 (109.3°) in TS1, the
transferring H interacts with the lone pair of N1 geometrically
more suitable in the former two TSs than in the later (see
Section 3.2 for more details). Consequently, the distances of
forming and breaking bonds in the TS1_W and TS1_OL are
now in the more reasonable range. The geometric comparisons

Figure 2. Optimized geometries of key stationary points labeled in Figure 1. Key bond lengths and angles are given in angstroms and degrees,
respectively. Trivial H atoms are omitted for clarity.
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elucidate why these shuttles can facilitate the BDHT
dehydrogenation pathway significantly. The BDHT dehydro-
genation transfers both positively charged H1 and H2 of 3 to a
proton and a hydride in 1R, resulting in ketone CO bond.
Oppositely, the protonic and hydridic hydrogen atoms in
BH3NH3 can feasibly transfer to the CO bond of CO2,
bearing positive charges.43

Figure 3 displays the energy profile for following the β-H
elimination mechanism and the optimized structures of the key
stationary points labeled in Figure 3 are shown in Figure 4. In
this mechanism, the O−H bond of 3 first breaks on the N···

Ir active site via TS2 with a barrier of 30.7 kcal/mol, giving the
aromatized Ir complex 12. Similar to the 3 dehydrogenation via
BDHT mechanism, the barrier can also be lowered by using an
alcohol H-transfer shuttle (see TS2_OL). After breaking the
O−H bond, the β-H elimination can proceed via two different
pathways. Along the solid pathway, the two cis hydrides in 12
undergoes reductive elimination to form H2 via TS3, leading to
the reduced 16e Ir(I) complex 13. The complex 13 now has a
vacant site for β-H elimination taking place via TS4, resulting in
ketone 11 and an 16e PNP-Ir(I) complex 14. Alternatively, the
β-H elimination (the dashed pathway) can take place from 12

Figure 3. β-H elimination pathway for the 1A-catalyzed dehydrogenation of 3, along with the relative free energies and enthalpies (in brackets).

Figure 4. Optimized structures of the key stationary points labeled in Figure 3. Key bond lengths are given in angstroms, and trivial H atoms are
omitted for clarity.
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via TS5. In TS5, one of the arms is dissociated, allowing the Ir
center to have a vacant site for β-H elimination. From TS5, an
intermediate 15 can be resulted. By closing the dissociated arm
ligand, ketone 11 dissociates to give the resting state (1R).
Because of the high relative energies of TS5 and 15, we did not
pursue the details leading 15 to 11 + 1R. From 1A+ 3 to TS5,
there is a third possible channel, which was considered in a
previous study of amide synthesis catalyzed by 8.20w Applying
the pathway to the present case, the −NH-PiPr2 arm first
opens, followed by the coordination of 3 to the Ir center, and
then the proton on the OH group transfers to the N center of
theN−PiPr2 arm. Because this channel also needs to pass the
high TS5, we excluded the possibility without characterizing
details. Finally, we examined the possibility of H2 release from
12 by eliminating the protonic H1 and hydridic H3. However,
the barrier is very high (74.8 kcal/mol relative to 1A + 3, see
TS3′ in Figure 3) and remains to be as high as 45.7 kcal/mol
even after using a shuttle of 3 dimer (see TS3′_2OL),
excluding the possibility.

For the 1A-catalyzed alcohol dehydrogenation via β-H
elimination (Figure 3), the overall barrier is 42.0 kcal/mol
(TS4) or 39.7 kcal/mol (TS5), which is significantly higher
than the 21.9 kcal/mol (TS1_OL with an H-transfer (3)
shuttle) and is also higher than the 32.5 kcal/mol (TS1 without
using any H-transfer shuttle). Moreover, the intermediate (14)
resulted from β-H elimination (the solid pathway in Figure 3)
is a PNP-Ir(I) complex which has a barrier of 40.2 kcal/mol for
the dehydrogenation of alcohol 3 (see details in stage IV). The
high dehydrogenation barrier is also in disagreement with the
experimental fact that these transformations are catalytic, and
we thus did not further examine the details. The energetic
comparisons indicate that the BDHT mechanism is also more
favorable than β-H elimination for the 1A-catalyzed alcohol
dehydrogenation. Owing to the overwhelming preference of
BDHT over the β-H elimination, we only considered the
BDHT mechanism for the following dehydrogenation
processes.

Figure 5. Free energy profile for 1A-catalyzed dehydrogenations of amine and alcohol parts of 4, along with enthalpies (in brackets). Optimized
geometries of transition states see Figure S6.

Figure 6. Pathway for the C−N coupling of 11 and 4 under neutral condition, leading 11 + 4 to 18 + H2O, along with the relative free energies and
enthalpies (in brackets). Optimized geometries of key stationary points see Figure S7.
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In addition to alcohol 3, the β-amino alcohol 4 also presents
in the system, which may compete with 3 for dehydrogenation.
In principle, as proposed by Kempe et al.,8 if 4 dehydrogenates
first, the resultant aldehyde intermediate could also react with 3
via β-alkylation, finally leading to pyrrole 5 (see Figure S6 in ref
8). We examined the dehydrogenations of amine and alcohol
parts of 4, as shown in Figure 5. When using alcohol 3 as an H-
transfer shuttle, the dehydrogenation barriers for alcohol and
amine parts are 23.9 and 39.5 kcal/mol, respectively, which are
higher than the 21.9 kcal/mol barrier for the dehydrogenation
of 3. Moreover, these dehydrogenations of 4 are thermody-
namically less favorable than that of 3; the dehydrogenation of
3 is exergonic by 4.3 kcal/mol, while the dehydrogenations of 4
are endergonic by 5.1 (alcohol part) and 11.1 kcal/mol (amine
part), respectively. Because the dehydrogenation of 3 is both
kinetically and thermodynamically more favorable than those of
4, the transformation would preferentially proceed via
dehydrogenating 3 first, followed by the next C−N coupling
stage (vide inf ra).
3.1.2. Imine Formation (Stage II). The dehydrogenation of

3 in stage I results in reactive ketone (11). The next stage is to
couple 11 with the β-amino alcohol (4), forming a new C−N
bond. The coupling mechanism of ketones/aldehydes with
amines under neutral condition or under catalysis of an acid
catalyst has been studied computationally.41b,44 Interestingly,
Milstein et al. observed that without adding bases such as
KOtBu, the reaction stopped after the dehydrogenation of 3
(stage I).9 To our knowledge, how a base facilitates coupling of
ketones with amines has not been computationally studied.
Herein, we examined the coupling mechanisms under neutral
condition (denoted as the neutral mechanism hereafter) and
under the catalysis of a base catalyst (called the basic
mechanism hereafter), aiming to examine if the base plays a
catalytic role in forming the imine-alcohol intermediate (18).
Figure 6 presents the energy profile for coupling 11 and 4 via

the neutral mechanism. The coupling occurs via two successive
H-transfer processes. First, the nucleophilic attack of 4 to 11
results in an intermediate 16 which then passes a 1,3-H transfer
TS (TS6), giving a hemiaminal intermediate (17). Sub-
sequently, 17 undergoes dehydration by passing another 1,3-
H transfer TS (TS7), affording an imine-alcohol intermediate
18. TS6 and TS7 are 42.4 and 59.4 kcal/mol higher than 11 +
4, excluding the direct coupling mechanism. Nevertheless, both

1,3-H transfer processes can be greatly facilitated by H-transfer
shuttles. If using one water molecule as a shuttle, as shown by
TS6_1W and TS7_1W, the two barriers can be reduced to 28.1
and 25.5 kcal/mol, respectively, and if using two water
molecules as a bridge, the barriers can be further lowered to
21.6 (TS6_2W) and 23.7 kcal/mol (TS7_2W), respectively.
For the formation of 17 from 4 + 11, we also examined if the
participation of 1A via TS6_M could lower the barrier.
Understandably, because the coordination of carbonyl oxygen
atom of 11 to Ir center reduces the Lewis basicity of the oxygen
atom, TS6_M is even 7.3 kcal/mol higher than TS6, indicating
that 1A is not involved in the coupling of 4 and 11.
The energy profile for the C−N coupling catalyzed by a base

19 (i.e., tBuO−) is drawn in Figure 7. As illustrated by the
segment from 11 + 4 + 19 to 22 in Figure 7, after forming a
ternary substable intermediate (20), the tBuO− base grabs the
protonic H1 by crossing a barrier of 10.7 kcal/mol (TS8),
forming 21 with a C−N bond formed and subsequently leading
to a 8.5 kcal/mol (relative to 11 + 4 + 19) more stable
intermediate (22) featuring a favorable tBuO−Hδ+···Oδ−

interaction. The formation of C−N bond enhances the
nucleophilicity of O1, because of which, the remained H2 can
attack the O1 via a 1,3-H transfer easier. The barrier (35.1 kcal/
mol, TS9 relative to 22) for the direct 1,3-H transfer is lower
than the corresponding 48.9 kcal/mol (TS7 relative to 17 in
Figure 6) in the neutral mechanism. Nevertheless, the barrier
from 22 to TS9 (35.1 kcal/mol) is somewhat high but can be
reduced by H-transfer shuttles. For example, when using a H2O
monomer and H2O dimer as shuttles, the barriers are lowered
to 16.7 (TS9_1W) and 10.3 kcal/mol (TS9_2W), respectively.
Because water molecules were used to construct H-transfer
shuttles in the two mechanisms (Figure 6 and 7), the two
pathways can be compared energetically. The lowest overall
barrier for neutral mechanism is 23.7 kcal/mol (TS7_2W
relative to 11 + 4 + 2H2O), which is much higher than the 10.3
kcal/mol (the difference between 22 + 2H2O and TS9_2W) in
the basic mechanism. Thus the base facilitates the condensation
kinetically, playing a catalytic role. On the other hand, relative
to 11 + 4, the neutral pathway is endergonic by 5.5 kcal/mol,
while the basic pathway is exergonic by 2.4 kcal/mol, due to the
formation of a more stable tBuO−···HOH complex (23). The
energetic results explain well the experimental observation that,
if no base was added, the reaction stopped after 3 dehydrogen-

Figure 7. Pathway for the C−N coupling of 11 with 4 catalyzed by the base (tBuO−), leading to 18 + 23, along with the relative free energies and
enthalpies (in brackets). Optimized geometries of key stationary points see Figure S8.
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ation, and neither condensation product 18 nor pyrrole 5 could
be observed.9 This is due to that the neutral pathway is
endergonic (18 + H2O is 5.5 kcal/mol less stable than 11 + 4,
Figure 6), even though the pathway is kinetically feasible to
access 18. If a base is added, the condensation becomes
favorable in terms of both kinetics and thermodynamics. It
should be pointed out that, under the base condition, 18 could
only exist as a transient intermediate, because it can be easily
transformed to the more stable products by subsequent steps
(vide inf ra).
The dehydrogenation of 4 may compete with the

condensation. To produce pyrrole (5) efficiently, the C−N
coupling must be preferred over the dehydrogenation of 4. The
energetic results show this to be the case. The C−N coupling
via the basic mechanism has an overall barrier of 10.3 kcal/mol
and is exergonic by 2.4 kcal/mol, while dehydrogenations of
amine and alcohol parts of 4 have barriers of 39.5 and 23.9
kcal/mol, respectively, and are endogonic by 11.1 and 5.1 kcal/
mol, respectively (Figure 5).
3.1.3. Intramolecular Cyclization (Stage III). Subsequent to

forming the imine-alcohol (18) in the preceding stage, the
cyclization takes place via forming a new C−C bond between
C1 and C2 (see 18 in Figure 8). To undergo a C−C coupling,

the alcohol part of 18 needs to be dehydrogenated to the
reactive imine-aldehyde intermediate (24). Because we have
shown that the BDHT pathway is much more favorable than β-
H elimination for 3 dehydrogenation (supra inf ra), only BDHT
mechanism was considered for the dehydrogenation of 18.
Similar to the 3 dehydrogenation (Figure 1), TS10_OL using
alcohol 3 as an H-transfer shuttle is 10.3 kcal/mol lower than
TS10 for direct dehydrogenation (Figure 8). The dehydrogen-
ation of 18 overcomes a 23.9 kcal/mol barrier and is
endergonic by (+)7.2 kcal/mol. The values are compared
with 21.9 and −4.3 kcal/mol (Figure 1) for the 3 dehydrogen-
ation. Again the dehydrogenation of a primary alcohol is less
favorable than the dehydrogenation of a secondary alcohol
kinetically and thermodynamically. Nevertheless, the 18
dehydrogenation can occur, because the subsequent steps can
drive the reaction forward due to the base promotion (vide
inf ra).
After 18 dehydrogenation to give 24, the base (19, tBuO−)

acts, pulling off the methyl hydrogen (H1). As shown in Figure
9, 19 first approaches 24 to form 25 via electrostatic attraction
and then climbs TS11 to give anionic 26. The H1 abstraction
undergoes easily with a barrier of 2.6 kcal/mol and exergonicity

of 6.2 kcal/mol relative to 24 + 19. After rearranging to slightly
more stable 27, a C−C bond forms by a nucleophilic attack via
TS12, giving the cyclic 28 with a five-membered ring formed.
Relative to 27, the ring closure crosses a 3.9 kcal/mol barrier
and is exergonic by 12.6 kcal/mol. Subsequently, a dehydration
process takes place via 1,3-H transfer to move H2 to O1, leading
to 29. The barrier (29.9 kcal/mol) for the direct 1,3-H transfer
via TS13 can also be reduced by an H-transfer shuttle. For
example, if using one water molecule as a bridge (TS13_W),
the barrier can be reduced to 13.7 kcal/mol. An alternative 1,3-
H transfer moving H3 to O1 was found to be less favorable
(TS13′ and TS13′_W are higher than TS13 and TS13_W by
3.8 and 4.5 kcal/mol, respectively). In 29, a H2O entity is
formed. The dehydration completes via crossing a barrier of 9.1
kcal/mol (TS14), and the H2O moiety leaves in the form of
tBuO−···HOH (23), leading to 30 + 23. Note that 30 is not the
final product (pyrrole 5) and requires a 1,2-H transfer to give
pyrrole 5 (vide inf ra). In addition to grabbing H1 to enable the
C−C coupling, the base also benefits the step thermodynami-
cally. The transformation of 24→30 + H2O is exergonic by
(−)9.2 kcal/mol, compared to the −17.0 kcal/mol for the
transformation of 24 + 19(tBuO−) → 30 + 23(tBuO−···HOH).
The energy profile for leading cyclic 30 to pyrrole 5 is shown

in Figure 10, together with the optimized structures of key
stationary points. The direct 1,2-H transfer passes a barrier
(TS15) of 28.3 kcal/mol relative to 30. Different from the
various H-transfer processes discussed above, an H-transfer
shuttle cannot facilitate this step. For example, a water H-
transfer shuttle increases the barrier to 38.9 kcal/mol (TS15_W
relative to 30 + H2O). Interestingly, the 1,2-H transfer can
occur much easier via intermolecular H-exchange. As shown by
TS16 and TS17, two 30 molecules interexchange H atoms
sequentially. The overall barrier for the mechanism is 17.8 kcal/
mol (TS16), which is significantly lower than the 28.3 kcal/mol
for intramolecular 1,2-H transfer.

3.1.4. Regeneration of the Active Catalyst (1A) from the
Resting Catalyst (1R) (Stage IV). The dehydrogenations of 3
(stage I) and 18 (stage III) transform the active catalyst 1A to
the PNP-Ir(III) trihydride (1R). To maintain catalysis, 1A
needs to be regenerated, which can be fulfilled by releasing H2
from 1R. Two H2-elimination pathways were considered, as
illustrated in Figures 11 and 13, respectively. Figure 11
describes the pathway to form molecular H2 via eliminating
the protonic H at N and hydridic H at Ir simultaneously. The
direct H2-elimination via TS18 has a very high barrier (45.9
kcal/mol), and an H-transfer shuttle must act. The shuttle using
one alcohol 3 can reduce the barrier to 33.9 kcal/mol
(TS18_1OL) which can be further lowered to 24.2 kcal/mol
(TS18_2OL) by using a shuttle of 3 dimer. TS18 leads to a
dihydrogen complex 32 which can release molecular H2 via
TS19 with a barrier of 7.3 kcal/mol. As reflected by the
∠IrN1H1 angles in TS18(49.4°), TS18_1OL(81.9°) and
TS18_2OL(122.2°) (see Figure 12), the H-transfer shuttles
dramatically reduce the strain in the latter two TSs, which is
responsible for the significantly decreased H2-elimination
barriers from 45.9 to 33.9 to 24.2 kcal/mol. Previously,
Musgrave et al. have analyzed the role of H-transfer shuttle in
reducing the strain in their case of proton transfer from PyH0 +
CO2 to PyCOOH0.42

For the second pathway (Figure 13), the two hydridic H
atoms (H3 and H4) at Ir center are first eliminated, leading 1R
to 33. The process crosses a barrier of 23.6 kcal/mol (TS20)
and is endergonic by 7.0 kcal/mol after releasing H2 to reach

Figure 8. Free energy profile for the dehydrogenation of 18, leading
18 + 1A to 24 + 1R, along with enthalpies (in brackets). Related
optimized structures were given in Figure S5.
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14. However, the Ir(I) complex 14 cannot be an active catalyst
to directly dehydrogenate alcohol, as mentioned above: As
shown in Figure 14, the first H-transfer step involved in the
complete dehydrogenation of 3, mediated by 14, is highly
unfavorable kinetically (with a barrier of 40.2 kcal/mol relative
to 3 + 14) and thermodynamically (being endergonic by 13.7
kcal/mol). We did not further pursue the second H-transfer
step. To regenerate 1A from 14, the H1 at N needs to transfer

to the Ir(I) center (see Figure 13). The barrier (TS21) for
direct transfer is 53.2 kcal/mol relative to 14, but this barrier
can be reduced greatly to 25.0 kcal/mol (TS21_2OL relative to
14 + 3 + 3), when 3 dimer participates as an H-transfer shuttle.
The overall barrier for this pathway is 32.0 kcal/mol
(TS21_2OL relative to 1R + 3 + 3), which is higher than
the 24.2 kcal/mol of TS18_2OL on the pathway shown in
Figure 11. The comparisons indicate the first pathway to be

Figure 9. Pathway for base-promoted ring closure leading 24 to 30, along with the relative free energies and enthalpies (in brackets). Optimized
geometries of key stationary points see Figure S9.

Figure 10. Pathways for leading 30 to 5 via direct intramolecular 1,2 H-transfer (black pathway in (a)) and intermolecular H-exchange (blue
pathway in (a)), along with the relative free energies and enthalpies (in brackets); and optimized structures of key transition states (b). Key bond
lengths are given in angstroms. Trivial H atoms are omitted for clarity.
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preferred for leading 1R to the active catalyst 1A to complete
the catalytic cycle. The moderate kinetic stability of 1R explains
why it could be crystallized as a resting state. In this stage we
also used 4 to construct H-transfer shuttle. The results are
given in Figure S12, which again show that 3 is more effective
than 4.
Assembling the four stages together, the highest barriers for

each of the stages are 21.9, 10.3, 23.9, and 24.2 kcal/mol,
respectively, indicating the kinetic feasibility of the catalytic
cycle. The side reactions which may compete with the main

pathway are less favorable and can be excluded safely. The
whole transformation from 3 + 4 to 5 + 2H2O + 2H2 is slightly
endergonic by 0.3 kcal/mol. However, the involvement of a
base in stages II and III can enhance the thermodynamics of the
transformation; the transformation of 3 + 4 + 2 × tBuO−→ 5 +
2H2 + 2 × 23(tBuO−···HOH) is exergonic by 15.2 kcal/mol.
One may ask that, if two base molecules are involved, but the
experiments only used 1.1 (Kempe et al.’s study) or 0.5
(Milstein et al.’s study) equivalence of base (eq 1). This is

Figure 11. Pathway for catalyst regeneration via eliminating the protonic H on N and hydridic H on Ir, along with the relative free energies and
enthalpies (in brackets).

Figure 12. Optimized geometries of key stationary points labeled in Figure 11. Key bond lengths and angles are given in angstroms and degrees,
respectively. Trivial H atoms are omitted for clarity.
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because 23 can be dissociated to H2O + tBuO− at a energy cost
of 7.8 kcal/mol, enabling to reuse the base.
3.2. Energetic Comparisons with That of PNN Pincer

Ru Complex. Milstein et al. have shown that their PNN-Ru

pincer complex (2) could also promote the production of
pyrrole 5 from 3 and 4. Referring to Scheme 2, after precatalyst
(2) activation, the resulting active species 2A catalyzes the
transformation by following the same four stages. However,

Figure 13. Pathway (a) for catalyst regeneration via first eliminating two hydridic H atoms on Ir(III) center, together with the relative free energies
and enthalpies (in brackets); and optimized structures of key transition states (b). Bond lengths are given in angstroms, and trivial H atoms are
omitted for clarity.

Figure 14. Energy profile alcohol dehydrogenation using 14 as active catalyst (a), together with the optimized structures of key stationary points (b).
Key bond lengths are given in angstroms. Because of the high barrier of TS22, the step leading 35 to 11 + 1R was not pursued.
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because 1A and 2A have different metal−ligand active sites (
N···Ir in 1A vs CH···Ru in 2A), their energetics for the
dehydrogenations of 3 and 18 and H2-elimination are different.
Table 1 compares the energetic results of the three steps, and
Figure 15 shows the optimized structures of key transition
states of these steps involved in 2A-catalyzed transformation.

The ΔG values in Table 1 indicate the thermodynamics of
the three steps in the two systems are similar. However, H-
transfer shuttles play a much more crucial role to enable the
transformation in 1A-system than in 2A-system. In the case of
1A-system, without using H-transfer shuttles, the barriers for
the three steps are 32.5, 34.2, and 45.9 kcal/mol, respectively,
which, in particular the barrier (45.9 kcal/mol) for H2-
elimination, are too high for experimental access. Only when
H-transfer shuttles participate, the barriers can be reduced to
the experimentally accessible heights (21.9, 23.9, and 24.2 kcal/
mol, respectively). In the case of 2A-system, H-transfer shuttles
are able to reduce the barriers, but the barriers without using H-
transfer shuttles are not too high (13.4, 17.6, and 31.8 kcal/
mol). Again, for the dehydrogenation of 3 catalyzed by 2A, the
barrier via β-H elimination (18.2 kcal/mol, TS25 relative to 3 +
2A, see Figure S2) is higher than that via BDHT mechanism
even without using an H-transfer shuttle (13.4 kcal/mol, see
TS23 in Figure S1). Notably, the β-H elimination barrier (18.2
kcal/mol) of TS25 in 2A-system is much lower than the
corresponding value (39.7 kcal/mol) of TS5 in 1A-system
(Figure 3). The large difference can be attributed to that both
β-H elimination processes require the dissociation of one arm

Table 1. Energetic Comparisons of the Dehydrogenations of
3 and 18 and H2-Elimination Occurring in 1A- and 2A-
Systems

1A- system 2A-system

[ΔG]⧧a ΔGb [ΔG]⧧a ΔGb

dehydrogenation of 3
(BDHT)

21.9(32.5)c −4.3 4.2(13.4) −4.1

dehydrogenation of 18
(BDHT)

23.9(34.2) 7.2 12.6(17.6) 7.4

H2-elimination from 1R/2R 24.2(45.9) 8.9 21.7(31.8) 8.7
aFree energy barriers (in kcal/mol) using monomeric alcohol 3 as an
H-transfer shuttle except for H2-elimination from 1R which uses 3
dimer as shuttle. bReaction energies in kcal/mol. cValues in the
parentheses without using H-transfer shuttles.

Figure 15. Optimized geometries of 2A and 2R and the key transition states involved in 2A-catalyzed transformation. TS23_OL and TS26_OL are
the TSs for the dehydrogenations of 3 and 18, respectively. TS25 is the key TS for the dehydrogenation of 3 via β-H elimination mechanism.
TS27_OL is the TS for H2-elimination. Key bond lengths are given in angstroms, and trivial H atoms are omitted for clarity.
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ligand, but the pyridine arm in 2A is more labile than the −NH-
PiPr2 arm in 1A.
The more crucial role of H-transfer shuttles in 1A-system

than in 2A-system can be understood by comparing the
HOMOs of 1A and 2A. As sketched in Figure 16, the lone-pair-
like orbital on N in 1A-HOMO lies in the CN···Ir plane and
is outward the Ir dz

2 orbital, thus protonic Hδ+ prefers attacking
N from outward. To follow the preferred attacking direction, an
H-shuttle is required for alcohol dehydrogenation. In contrast,
the CC π orbital is involved in 2A-HOMO, allowing
protonic Hδ+ to attack C2 from top; thus it is not necessary to
have an H-transfer shuttle for alcohol dehydrogenation. Note
that the CN π orbital in 1A is 0.26 eV below 1A-HOMO
(see Figure S13). For H2-elimination, in 2R the H1 at sp3 C is
nearly parallel to the H2 atom on Ru(II) center (Figure 15),
while in 1R the H1 at the sp3 N points away from the H2 atom
at Ir(III) (Figure 2). Consequently, an even longer H-transfer
shuttle (3 dimer) is necessary to lower the barrier (45.9 kcal/
mol) to an accessible height (24.2 kca/mol). The barrier using
3 monomer shuttle is still somewhat high (33.9 kcal/mol,
TS18_1OL). In comparison, 2R only can fit a monomeric H-
transfer shuttle (see TS27_OL in Figure 15). Previously,
Huang et al. have demonstrated that Ru analogs of 2, in which
N− replaces CH− in the arms, could also catalyze similar
dehydrogenation reactions.45 We reason that similar H-transfer
shuttles must act there.
The condition of 1A requiring H-transfer shuttles to enable

its activity is an interesting aspect, which may be utilized to

develop catalysts that are less sensitive toward moisture. When
such a catalyst is kept in a place where humidity is not high, H-
transfer shuttles, in particular dimeric shuttles, cannot be
formed easily, so the catalyst would be relatively stable. When
the catalyst is applied to perform catalysis under conditions
where H-transfer shuttles become readily available, the catalyst
turns on its activity.
Compared to the direct H2-elimnation via TS27 (Table 1

and Figure S4), the H-transfer shuttle (3) in TS27_OL reduces
the H2-elimination barrier by 10.1 kcal/mol. Our previous
study showed a methanol H-transfer shuttle did not reduce the
H2-elimination barrier from the hydride complex of 8 that
much.21d We attribute the difference majorly to the π−π
interaction between the phenyl group of alcohol 3 and
bipyridine ligand of 2A (see TS27_OL in Figure 15), denoting
as catalyst-shuttle π−π interaction hereafter. To verify this, we
calculated the H2-elimination barriers, using water and 2-
propanol as H-transfer shuttles, respectively. The barriers (32.8
and 27.5 kcal/mol, respectively, see TS27_W and TS27_OL′
in Figure S4), compared to 21.7 kcal/mol of TS27_OL, verify
the role of the catalyst-shuttle π−π interaction. The features of
2A, π-conjugation and the planarity of the pyridine arm (which
also gives rise to less steric effect with a substrate than −NH-
PiPr2 in 1A), are responsible for forming the catalyst-shuttle
π−π interaction. There is also similar catalyst-shuttle π−π
interaction in the dehydrogenation TS of 3 (TS23_OL) but no
such π−π interaction in the 18 dehydrogenation TS
(TS26_OL), because there is no phenyl group at α-position

Figure 16. Schematic drawing of HOMOs of 1A and 2A with focus on the atomic orbitals of active sites. Complete drawings of FMOs of 1A and 2A
are displayed in Figure S13.

Scheme 3. (a) Insertion vs BDHT Reaction Modes of CO2 with 1R′/2R′/3R′ and (b) Alcohol Dehydrogenation via BDHT
Pathway
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in 18 (a primary alcohol). Compared to 2A, 1A only contains

one s-triazine ring, and both arm ligands (N−PiPr2 or −NH-
PiPr2) are sterically hindered, which is not suitable for forming

catalyst-shuttle π−π interaction, as shown by the structures of

TS1_OL, TS10_OL, TS18_1OL, and TS18_2OL. However,

there is an intrashuttle π−π interaction between the two phenyl

groups in the dimeric H-transfer shuttle in TS18_2OL (see
Figure 12).
It has been shown that the Ir-, Ru-, and Fe-analogs of 1R and

2R (i.e., 1R′/2R′/3R′ in Scheme 3) are involved in the base-
aided reduction of CO2 with H2.

25−28 Interestingly, as we
predict the BDHT reaction model for alcohol dehydrogenation
giving carbonyl compounds, studies have shown that CO2 does

Table 2. Comparisons of Experimental Results of the Same Reactions Mediated by 1 and 2

aRun in a pressure tube closed with a semipermeable membrane. bRun in reflux apparatus. cX = 1-methylpropyl.8,9

Figure 17. Energetic results of side reactions leading to alkoxo complexes (a), together with optimized structures of key stationary points (b). Bond
lengths are given in angstroms, and trivial H atoms are omitted for clarity.

Journal of the American Chemical Society Article

dx.doi.org/10.1021/ja411568a | J. Am. Chem. Soc. 2014, 136, 4974−49914987



not react with these hydrides via BDHT hydrogenation process
to result in formic acid and 1A′/2A′/3A′.27,29 Instead, CO2
inserts into the metal-H bonds of 1R′/2R′/3R′ without
disturbing the aromaticity of the pyridine ligand. The different
reaction models can be understood as follow: If the reaction
CO2 with these hydrides via BDHT mechanism, both
processes, resting state (1R′/2R′/3R′) → active state (1A′/
2A′/3A′) (dearomatization) and CO2 + H2 → HCOOH, are
energetically unfavorable, making the overall reaction unfavor-
able (Scheme 3a). In contrast, for the alcohol dehydrogenation
via BDHT mechanism catalyzed by 1A, the process (alcohol →
ketone/or aldehyde + H2) is energetically unfavorable, but the
other process, active state (1A) → resting state (1R), is
favorable due to aromatization (Scheme 3b). The latter process
compensates the energetic loss of the former to make the
reaction feasible.
Table 2 compares the experimental results of the same

reactions mediated by 1 and 2. It can be found that, compared
to the 2(Ru)-system, the 1(Ir)-system tends to require lower
catalyst loadings and can be performed at relatively lower
temperature, but gives relatively higher yields except for entry 6
and 7. This trend is not in agreement with the computed
energetic results in Table 1, which show that for the main
reaction channel, the 1A-catalyzed transformation is less
kinetically favorable than the 2A-catalyzd one. Because these
reactions were run by different groups under different
experimental conditions, many factors could contribute to the
different yields. However, from an energetic point of view, we
can identify a key factor (a side reaction) that could be
responsible for the energetic inconsistency. These trans-
formations all used alcohols as reactants. In addition to
promoting alcohol dehydrogenations through BDHT mecha-
nism, as a side reaction, the active catalysts (1A or 2A) also
probably break alcohol O−H bond via addition to the active
sites (i.e., N···Ir in 1A and CH···Ru in 2A), resulting in
alkoxo complexes. As an example, Figure 17 compares the
energetics for these side reactions of 1A and 2A with alcohol 3.
Regardless of whether to use H-transfer shuttle or not, the side
reactions in both systems are kinetically feasible with that in
Ru-system being more favorable, but are quite different
thermodynamically. If H-transfer shuttle is involved, the side
reaction in the 1-system is uphill by 8.1 kcal/mol, whereas that
in the 2-system is downhill by 8.9 kcal/mol. The readily
formations of the relative stable alkoxo complexes (36 or
36_OL) in 2-system would lower the concentration of the
active species 2A, thus requiring relatively large catalyst loading
for effective transformations in this system. Note that Milstein
et al. have experimentally detected similar alkoxo complexes in
a similar Ru-system.24 In contrast, the alkoxo complexes (12
and 12_OL) cannot be formed in 1-system due to the
unfavorable thermodynamics of the side reaction, so the side
reaction would not influence the main reaction channel in 1-
system. In addition to these side reactions, the contribution of
the difference in the ratio of substrates should be mentioned. In
1-system, a ratio of 2:1 of the secondary alcohol to amino
alcohol was applied, compared to a ratio of 1:1 in 2-system.
The excess secondary alcohol in 1-system benefits the
transformations in terms of reaction equilibrium and the
availability of H-transfer shuttle as well. However, we reasoned
that using excess alcohol in the 2-system may not work as well
as in 1-system, because the excess alcohol can also promote
formation of alkoxo complexes via the side reaction discussed
above and H-shuttles are less crucial than those in 1-system.

The less favorable thermodynamics of the side reaction of 1A
+ 3 than that of 2A + 3 can be understood by comparing the
structures of 12/12_OL with 36/36_OL; as shown by their
optimized structures (Figure 17b), the protonic H1 in 12 points
away from the Oδ− with H1−Oδ− distance of 3.962 Å, while the
positively charged H1 in 36 is toward the Oδ− (R(H1−Oδ−) =
2.598 Å). If including an H-transfer shuttle (3), the shuttle in
36_OL forms two H-bonds but only one in 12_OL. Another
factor is the steric effect: the alkoxy group of 12/12_OL locates
between the two bulky −PiPr2 ligands, while 36/36_OL has
open site in the side of pyridine arm. For the present case, the
π−π interaction in 36/36_OL also contributes to the favorable
thermodynamics of the side reactions, but it is not a
determining factor to results in the different thermodynamics.
For example, the side reaction of 1A with the primary alcohol 4
is also thermodynamically less favorable than that of 2A with 4
(see Figure S10 for details).

4. CONCLUSIONS
In summary, we have performed a density functional theory
study to gain insight into the catalytic mechanism of the pyrrole
synthesis from secondary alcohol (i.e., 3) and β-amino alcohol
(4) via dehydrogenative coupling, catalyzed by PNP-Ir and
PNN-Ru pincer complexes. For the PNP-Ir system, the active
catalyst is identified to be a PNP-Ir(III) dihydride (1A) rather
than a PNP-Ir(I) complex (14 in Figure 14). Under the
catalysis of 1A, the cycle for catalytically producing pyrrole
proceeds via four stages, including alcohol (3) dehydrogen-
ation, resulting in reactive ketone 11; C−N coupling via
condensation, forming imine-alcohol intermediate (18); intra-
molecular cyclization of 18 via dehydrogenation of 18, base-
promoted C−C coupling giving 30, and 1,2-H transfer to
deliver pyrrole (5); and catalyst regeneration via H2-elimination
from 1R. In addition to showing the transformation to be
energetically feasible and the side reactions are not competitive,
the study reveals mechanistic details which may not be
observed experimentally, which, among others, include: (a)
Alcohol dehydrogenation prefers BDHT pathway over β-H
elimination pathway, which is similar to the case catalyzed by
analogs of PNN-Ru complex (8).20v,21d (b) The addition of
alcohol O−H bond to 1A giving an alkoxo complex is uphill by
8.1 kcal/mol, whereas the addition to 2A is downhill by 8.9
kcal/mol. The significant thermodynamic difference of the side
reactions could be the main reason for requiring smaller catalyst
loading in Ir-system than in Ru-system. (c) Because the N lone
pair of the N−PiPr2 arm in 1A is coplanar with the five-
membered arm ring and points outward the vacant site of Lewis
acidic Ir(III) center, H-transfer shuttles play an important role
in reducing the dehydrogenation barriers of 3 and 18. The
barriers without H-transfer shuttles (32.5 and 34.2 kcal/mol,
respectively) can be greatly reduced to 21.9 and 23.9 kcal/mol,
respectively, when H-transfer shuttles are involved. For H2-
elimination, because the HN on −NH-PiPr2 arm of 1R points
away from the HIr at Ir(III) and H2 is small, an even longer
dimeric H-transfer shuttle is necessary to reduce the barrier to
an experimentally accessible value (24.2 kcal/mol). However,
the indispensable necessity for H-transfer shuttles cannot shut
off the transformation, because H-transfer shuttles are readily
available from the system. The character of 1A using an H-
transfer shuttle to enable catalyst activity may suggest a strategy
to develop catalysts that are less sensitive toward moisture. (d)
The base not only plays a role in enabling ring closure by
grabbing a methyl hydrogen but also promotes the coupling of
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4 with 11 and benefits the thermodynamics of the whole
transformation via forming tBuO−···H2O complex. (e) For
pyrrole formation from cyclic 30, the direct intramolecular 1,2-
H transfer is kinetically difficult with a barrier of 28.2 kcal/mol,
while the intermolecular H-exchange is much more facile with a
barrier of 17.8 kcal/mol. The transformation catalyzed by 2A
follows the similar four stages except for the energetic
differences in the dehydrogenations and H2-elimination.
Because the proper geometric arrangement of the CH-
PtBu2 arm in 2A and −CH2-P

tBu2 arm in 2R, H-transfer
shuttles play less important role in the alcohol dehydrogen-
ations and H2-eliminaiton, although H-transfer shuttles can also
lower the barriers.
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